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1 Introduction

Traffic is a highly dynamic environment and ephemeral changes to the on-road conditions
impact it continuously. Research in Autonomous Vehicles (AVs) is currently highly focused
on dynamic changes, due to the high safety requirements [12]. AVs must be able to detect
and respond appropriately to incidents. In a connected traffic data ecosystem [3], AVs will
further share traffic information about the state of the road network.

Our research addresses the detection of ephemeral incidents affecting road networks by
first-on-scene vehicles. An incident is "... an event, which directly or indirectly can result in
considerable reductions or interruptions in the serviceability of a link/route/road network."
[2]. For any unsigned incident (i.e. not yet signposted or tagged incidents such as a recently
detected fire), the sensors of the vehicle that is first on the scene should detect and assess the
danger to the traffic and report it to the connected traffic ecosystem. Efforts have been made
to recognize signed changes to the environment (i.e., pedestrian and traffic signs) [6, 14], as
well as the avoidance of dynamic scenarios (e.g., pedestrians or animals stepping into the
traffic [9, 10, 11]). Yet, there has been no research covering the systematic classification and
autonomous detection of various types of incidents by first-on-scene vehicles.

In this paper we address the problem of identifying and classifying unsigned ephemeral
on-road incidents from street-level imagery, such as those acquired by dashcams. We present
the approach to the creation of an extensive, labeled street-level image library that supports
the detection and classification of on-road incidents using a deep convolutional neural network
(CNN). The full results of the experiments will be reported at the workshop.

2 Methodology

Image classification using CNNs has had enormous success [1]. Pre-trained CNNs can
now be used for fast image classification from camera frames onboard a vehicle. CNNs
require vast amounts of labeled data to be trained. We describe the systematic approach
to the collection of a detailed and comprehensive image dataset of on-road incidents, from
a taxonomy of incidents through collection from Web sources, incl. data with a partial
geographical stratification.

2.1 Taxonomy of Incidents
To label the incident images used by the CNN model, we propose an approach grounded in
a systematic taxonomy of incident types, providing a semantic structure for an adaptable
set of incident labels (Figure 1). Such adaptability is desirable to for alterations required to
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reflect changing local deployments (i.e, wildlife, meteorological events). We only consider
physical incidents, as non-physical incidents cannot be identified in imagery (e.g., GPS or
traffic information system failure). At the top level, we distinguish between signed physical
incidents (not tackled here) and unsigned physical incidents. We further distinguish between
man-made and natural physical incidents to distinguish the objects and covers altering
the status of the road. In total, we consider eight incidents in this initial study: crashes
(MAN-O-1), road collapse (MAN-C-1), animal on road (NAT-O-1), treefall (NAT-O-2), snow
on road (NAT-C-1), flooding (NAT-C-2), landslides (NAT-C-3), and fires (NAT-C-4).

Figure 1 Taxonomy of incidents and their semantic groupings. Each lowest-level indicator (e.g.
MAN-O-1) refers to an incident under consideration.

2.2 Data
We collect RGB images captured by image sensors. We opted for optical recognition of
incidents as cameras record information that cannot be extracted from LIDAR point clouds
(e.g., smoke, fire), and because of the abundance of labeled images and datasets. RGB
images are also readily accessible through online search engines. We collect and clean images
from four sources: Google Custom Search API 1, Bing Image Search API v7 2, the Flickr
API 3, and the Geograph UK project 4. We construct queries by grouping synonyms of
each topic, such as ’snow on road’ and ’street blizzard’. We retain the top-100 images that
match queries crafted for each category of taxonomy, as the relevance and quality of images
drops noticeably beyond this number. In a subsequent manual cleaning process images are
restricted to relevant on-road incidents. We only retain images that have a viewport height
of on-road vehicles, comparable to vehicle-mounted cameras. Lastly, we retain only imagery
that is spatially relevant, i.e., every image relates to a possible incident on the road network.
As an example, an animal in itself may not be an incident. It only becomes an incident when
it is in a certain spatial context, in this case close to or on the road. The detection of such
spatial relationships in image classifiers is currently in its infancy [7], and few datasets are
built with this intrinsic property in mind – a shortcoming addressed in our collection. In

1 https://developers.google.com/custom-search/json-api/v1/overview
2 https://docs.microsoft.com/en-us/rest/api/cognitiveservices/bing-images-api-v7-reference
3 https://www.flickr.com/services/api/
4 https://www.geograph.org.uk/
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total, we have collected 12.500 images spread across all incident classes. The set contains the
following amount of images per class: Animal on road: 1321, Collapse: 491, Crash: 1478,
Fire: 865, Flooding: 2155, Landslide: 825, Snow: 4744, Treefall: 751. The dataset and the
query strategy is elaborated upon in more detail during the workshop.

An additional dataset of true-negative images to be used during classification will be
gathered from the same sources and from image frames from benchmark datasets such as
CityScapes [4]. In total, we aim for a dataset of 40,000 true-negative images to capture
a great variety of environments and regular driving conditions. We maintain a 70:20:10
training, validation, and testing split respectively for both true-positive and true-negative
subsets.

2.3 CNN Classification

The incident recognition is implemented using CNNs in the PyTorch environment in a
multiclass classification task performed on a pre-trained ResNet-34 model [8]. We chose the
ResNet architecture to leverage skip connections to reduce overfitting, as well as its state-
of-the-art performance and ease of training. We use a model pre-trained on the ImageNet
dataset [5] which is then re-trained across all layers. We don’t consider multi-label cases
(e.g. a fire and a car crash visible in the same image). During training we track the loss
and classification accuracy, retaining the model with the lowest validation loss as the best
model. The final overall accuracy is given by the F1-score and the overall accuracy. A
qualitative analysis of visual triggers will be supplied through the use of Gradient-weighted
Class Activation Mapping [13], which will help to highlight the model’s visual cues for each
class. Lastly, we also report the accuracy of an experiment using a geographical stratification
for the classes Animal on road, flooding, and Snow, which contain geotagged images from the
Geograph dataset.

3 Discussion and Conclusions

Matches for images tagged with incident – a somewhat jargon term for events on roads – are
rare. Our searches therefore combine terms that can either be identified in the images, or
in the text nearby. The applied restrictions limit the amount of relevant images, leading to
problems with sourcing examples for certain classes. This may noticeably limit the amount of
possible representations of incidents covered by the final dataset. Currently, we are training
our CNN model, varying all relevant hyperparameters until satisfactory convergence. The
final model performance will be reported at the workshop using the F1-score and the top-1
accuracy. Lastly, we will report the geographically stratified accuracy of the three classes
(animals, flooding, snow) present in the Geograph dataset.

We anticipate problems due to classification correlation for themes present in certain
images (e.g., landslides may correlate with rocky cliff-faces). Results for all classes may thus
not be equally robust. Possible continuations of this research may focus on more efficient use
of image samples from sparsely represented classes to increase their representational power.
We envisage to publish the subset of images licensable under a CC-by license along with the
pre-trained network. This will allow for further experimentation and improvements on the
benchmark for this task that has so far not been broadly covered in the literature and where
significant progress is possible.
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